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Executive Summary
The emergence of Artificial Intelligence (AI) marks a transformative moment for disability inclusion in Ireland, offering unprecedented opportunities while raising important challenges that need careful consideration. This report by the Centre for Excellence in Universal Design (CEUD) provides an overview of AI's potential impact on accessibility and inclusion. It examines the rapidly evolving landscape of AI technologies, with particular focus on Large Language Models (LLMs) and their emerging multimodal capabilities in processing text, speech, images, and video. The report analyses the implications of the European Union's AI Act for people with disabilities and evaluates both the potential benefits and risks associated with AI implementation across six critical sectors: education, employment, healthcare, financial services, active citizenship, and leisure. This assessment aims to inform the NDA's strategic advisory role to government on ensuring AI technologies enhance, rather than hinder, disability inclusion in Irish society going forward.
[bookmark: _Toc198048532]Key Findings
AI technologies are opening new pathways for enhancing accessibility and independence for people with disabilities, particularly through multimodal systems that can seamlessly process text, images, audio, and video, enabling users to engage with AI systems using a variety of communication modes. These technologies show significant promise in breaking down traditional barriers to participation. In workplace environments, educational settings, and daily activities, automation and AI-powered assistive technologies are creating more inclusive spaces by reducing or eliminating common obstacles faced by people with disabilities. The integration of AI into public services represents a particularly promising development, offering the potential to streamline access and improve service delivery. These advancements have the potential to transform how people with disabilities interact with public institutions, making services more responsive to individual needs and more efficiently delivered.
However, significant challenges lie ahead, many of which may only become apparent as AI systems are deployed in practice. Early recognition to address these challenges is essential to ensure AI genuinely serves and empowers people with disabilities rather than creating new barriers. A fundamental concern centres on training data biases, where current AI systems reflect and perpetuate existing inequalities due to the significant underrepresentation of people with disabilities in their development. Technical limitations compound these issues, as many AI interfaces continue to rely on restricted modes of interaction that can exclude users with certain disabilities. This accessibility gap is even evident in current Explainable AI (XAI) tools, which predominantly rely on visual presentations, effectively excluding users with visual impairments from understanding how AI systems make decisions that affect their lives. Implementation risks present a third critical challenge, where improperly deployed AI systems could inadvertently amplify existing inequalities rather than alleviating them. These concerns are especially acute in relation to data privacy and security, where the handling of disability-related information requires exceptional care and robust protection frameworks. This is particularly crucial in public services, where AI systems may influence access to essential supports and services. Given this direct link to fundamental needs and rights, implementation of AI in public services demands rigorous oversight and continuous evaluation to ensure it enhances rather than hinders accessibility and inclusion.
The European AI Act establishes a comprehensive framework for AI regulation, introducing a tiered approach that categorises systems into four risk levels: 
1) Unacceptable Risk; 2) High Risk; 3) Limited Risk; and 4) Minimal Risk. Under this framework, high-risk AI applications - particularly those in education, employment, and public services - will face strict obligations to ensure accessibility and prevent discrimination. The Act also explicitly requires compliance with existing accessibility legislation, including the European Accessibility Act. 
Importantly, the Act creates a delicate balance regarding data collection. While it aims to protect individuals from exploitative data practices, it must also allow for the legitimate collection of accessibility-related data necessary for negating training biases and improving services for people with disabilities. This distinction between harmful data collection and beneficial accessibility-enhancement requires expert oversight and careful assessment. Public bodies and service providers will need to develop clear frameworks for evaluating whether their data collection practices serve legitimate accessibility purposes while remaining compliant with the Act's protective measures. This nuanced approach is essential to ensure that privacy protections don't inadvertently become barriers to developing more accessible AI systems.
[bookmark: _Toc198048533]Vision for Inclusive AI
The successful implementation of accessible AI systems demands coordinated action and robust oversight across multiple stakeholders, with clear lines of responsibility and accountability. Public bodies should lead by example, not only in prioritising universal design principles in their AI procurement and deployment processes, but also in establishing best practices for the sector. While deploying AI systems often involves navigating uncharted territory, public bodies should strive to go beyond mere compliance with the AI Act's technical requirements and proactively ensure their AI implementations enhance rather than impede accessibility. A possible solution is to develop and maintain clear evaluation frameworks that assess AI's accessibility impact both before deployment and through continuous monitoring, with particular attention to how these systems affect service delivery for people with disabilities.
Additionally, service providers are crucial partners in this ecosystem where their development pipelines evolve from mere consultation to genuine co-design models. Such approaches would meaningfully involve people with disabilities during system design and training phases where robust bias detection and mitigation strategies can be most effectively implemented. At a most fundamental level, this means service providers ensuring their AI systems offer multiple modes of interaction that genuinely accommodate diverse user-needs and preferences, rather than treating accessibility as an afterthought.
These challenges need to be framed by a robust policy landscape that offers comprehensive guidelines for addressing accessible AI implementation in public services. These guidelines could be accompanied by fair but concrete enforcement mechanisms and clear metrics for monitoring AI's impact on disability inclusion. In practice, universal design principles adopted across system development and training to public service deployment could serve to ensure that AI solutions are inherently accessible from conception, rather than requiring retrofitting or adaptation. It is also important to emphasise that policy frameworks should also incentivise innovation in accessibility features while establishing clear consequences for systems that fail to meet accessibility standards.
[bookmark: _Toc198048534]Recommendations
Ireland's newly designated multi-authority oversight structure will need to consider development of a robust assessment framework to support implementation of the AI Act. This framework should address four key areas set out below, and it is likely that the NDA could play a supporting or advisory role across a number of these areas if requested to do so and as relevant and appropriate:
1. Technical Understanding and Assessment 
· Gaining comprehensive knowledge of AI systems and models, their design and training processes
· Understanding accessibility implications across the development-to-deployment pipeline
· Building a knowledgebase in AI-accessibility interaction patterns
· Developing technical evaluation capabilities
2. Impact Evaluation Methodologies 
· Creating comprehensive metrics for measuring AI's impact on disability inclusion, especially in real-world contexts
· Developing monitoring frameworks for AI systems in public services to provide evidence-based evaluation outcomes
3. Regulatory and Standards Integration 
· Gaining expertise in EU AI Act requirements within the Irish context
· Collaborating with European standardisation bodies on accessibility standards
· Understanding the interplay between AI regulation and existing accessibility legislation
· Contributing to emerging AI governance frameworks
4. Inter-Authority Coordination 
· Building effective working relationships with the nine designated national authorities in Ireland
· Establishing coordination mechanisms, particularly with Irish Human Rights and Equality Commission (IHREC), Data Protection Commission, and the Ombudsman
· Creating shared assessment frameworks and knowledgebases
· Developing collaborative approaches to AI oversight
Given the rapid evolution of AI technologies and their increasing deployment across public services, developing this assessment capacity is important, particularly in light of the August 2026 implementation deadline for authority powers under the EU AI Act. This potential framework, incorporating both technical assessment capabilities and inter-authority coordination, offers opportunities for the NDA to provide informed, practical guidance to government bodies while ensuring AI implementations benefit rather than disadvantages accessibility and inclusion within Ireland's broader fundamental rights protection framework.


[bookmark: _Toc198048535]1 Introduction
[bookmark: _Toc198048536]1.1 Context of AI and Disability Inclusion in Ireland
In Ireland, as with many other OECD countries, AI technologies have begun to make progressive impact on the lives of individuals with disabilities, offering innovative solutions that have the potential to enhance accessibility and inclusivity across services, education, and employment. AI technologies have been embedded in many everyday services and technologies for several years now, often operating under-the-hood to enhance user experience, gain an understanding of customer sentiment, and streamline operations. Examples include recommendation systems on streaming platforms, fraud detection in financial services, and extracting sentiment in social media feeds. These AI implementations, although not always visible to end-users, have now become a crucial component in ensuring the efficiency and effectiveness of such services and technologies.
Large Language Models (LLMs), like ChatGPT-4 (OpenAI, n.d.), Gemini (Google, n.d.), and Claude (Anthropic, n.d.) have become some of the most public-facing AI technologies. Their ability to generate human-like text and engage in complex conversations has brought them to the forefront of public consciousness. Unlike other AI applications that function in the background, LLMs directly interface with end-users, providing perhaps the most tangible experience for people engaging with AI. This direct interaction has made LLMs not only popular in the mainstream but also perhaps the most scrutinised, as they are often considered the face of AI more broadly.
LLMs are particularly significant in the context of universal design, as they demonstrate AI's potential as an accessible communication tool and creative aid. These models can generate new text, images, music, and video using natural language text input. For example, LLMs can be integrated into assistive technologies to:
· Convert text to speech.
· Summarise technical or academic documents and articles using colloquial language.
· Provide real-time translations.
· More recently, onboarding the multimodal capability to interpret and provide information based on images, speech, and video.
The emergence of multimodal LLMs is poised to significantly transform how individuals interact with others and with their surroundings (Chen et al., 2024). These newer technologies have the potential to play a crucial role in eliminating barriers in employment, education, and daily routines for people with disabilities. Given the already high visibility of LLMs in the public domain and the potential impact of multimodal LLMs, it is essential to ensure that these models are inclusive and accessible to everyone.
However, it must also be recognised that integrating AI in the context of disability in Ireland presents challenges that need to be addressed to ensure equitable access. Concerns about data privacy, algorithmic bias, and the digital divide affect everyone in society, but these issues are often magnified for individuals with disabilities. This is due to the tendency of current AI systems to rely on only one or two modes of interaction, as well as the lack of disability-relevant data in their training. There is a risk that AI systems, if not carefully designed and monitored, could accentuate existing inequalities and inadvertently exclude individuals with disabilities.
To mitigate these risks, it is essential for policymakers, developers, and advocacy groups to work collaboratively to ensure that AI technologies are developed with inclusivity and accessibility at their core. The European AI Act, with its emphasis on ethical AI development, offers a regulatory framework that can guide these efforts, but national-level policies and practices must also prioritise the unique needs of the disability community in Ireland.
[bookmark: _Toc198048537]1.2 Purpose of this Report
This report has been prepared by the Centre for Excellence in Universal Design (CEUD) for the National Disability Authority (NDA) to facilitate further discussion, and aims to provide an overview of the current and emerging AI landscape as it pertains to disability inclusion in Ireland. While highlighting the transformative potential of AI technologies to enhance inclusion and accessibility, the report places particular emphasis on identifying potential discriminatory pitfalls and systemic barriers that could emerge from AI implementation in public services. The information, therefore, is intended to inform and support the NDA’s discussions in formulating a response to AI in public services, consistent with its statutory mandate to advise government on disability matters.


[bookmark: _Toc198048538]2 The European AI Act
[bookmark: _Toc198048539]2.1 Introduction
The European Union's AI Act is a comprehensive regulatory framework designed to ensure the safe, transparent, and ethical deployment of AI technologies within the European Union. One of its primary objectives is to establish clear guidelines and standards for AI developers and users, emphasising the importance of safeguarding fundamental human rights. The Act categorises AI systems based on their potential risks, ranging from minimal to unacceptable, and imposes stringent requirements on high-risk applications, such as those used in critical infrastructure, education, finance, employment, and law enforcement. By doing so, it aims to mitigate the potential harms of AI while promoting innovation and trust in AI technologies. It therefore mandates developers to responsibly address concerns associated with AI systems in accordance with their level of risk. However, while most European policymakers acknowledge the presence and implications of biases in AI, it is also evident that there are limits to their understanding of AI, which has implications for informed decision-making and policy development on this topic (Chiappetta, 2023). 
Since a key focus of the AI Act is to embed principles of fairness, accountability, and transparency in AI development and usage, it sets a strong foundation for innovating accessibility solutions on this basis. In applied terms, the Act mandates that AI systems must be trained with robust data-management practices to prevent biases and ensure non-discriminatory outcomes. This requirement means that solutions should incorporate principles associated with accessibility, universal design, and broad inclusivity during training phases. The Act also requires AI systems to be interpretable and explainable so that users are able to understand and challenge AI-driven decisions. Again, from an accessibility perspective this is relevant to how people interact with AI interfaces in the first place and how the information returned to users is effectively presented. 
The Act has only recently been finalised as of the writing of this report, therefore, many practical barriers remain to be observed and overcome. These challenges exist at multiple levels: a) ensuring AI systems are accessible through different modes of communication; b) training AI models on truly representative data, and c) developing the digital skills needed to effectively use these systems. Of particular importance is building capacity among people with disabilities to effectively interact with AI systems, including understanding how to prompt these systems for optimal results. This requires both making AI interfaces more accessible in the first place and providing targeted training and support to enable people with disabilities to fully benefit from these technologies.

[bookmark: _Toc198048540]2.2 Timeline
The EU AI Act, which entered into force on 02 August 2024, marks a significant shift in AI governance, requiring careful and coordinated implementation at European and national level. Ireland's approach to implementation begins with the designation of nine national public authorities responsible for protecting fundamental rights in AI contexts. These authorities will receive additional powers by August 2026 to facilitate their existing mandates where AI poses high risks to fundamental rights. The below timeline overviews the broader European AI Act agenda from 2024 to 2031 (Future of Life Institute, 2024 & Department of Enterprise, Trade and Employment, 2024). 
[bookmark: _Toc198048541]12 July 2024
The EU AI Act is formally enacted through its publication in the Official Journal of the European Union (European Commission 2024/1689, 2024), establishing it as binding legislation.
[bookmark: _Toc198048542]01 August 2024
Entry into force: While the AI Act becomes law on this date, its requirements will be phased in gradually. This marks the beginning of the implementation period.
[bookmark: _Toc198048543]02 November 2024
First National Implementation Milestone: Member States must identify, publish, and notify both the European Commission and other Member States of their designated authorities responsible for fundamental rights protection under the Act (Law Society of Ireland, 2024). In Ireland, these are:
1. An Coimisiún Toghcháin
2. Coimisiún na Meán
3. Data Protection Commission
4. Environmental Protection Agency
5. Financial Services and Pensions Ombudsman
6. Irish Human Rights and Equality Commission
7. Ombudsman
8. Ombudsman for Children
9. Ombudsman for the Defence Forces
[bookmark: _Toc198048544]02 February 2025
First Enforcement Phase: Prohibitions on unacceptable risk AI systems come into effect. This includes bans on specific AI practices that threaten fundamental rights, as detailed in Chapters 1 and 2 of the Act.
[bookmark: _Toc198048545]02 May 2025
Codes of Practice Deadline: The European Commission must have completed and published all required codes of practice, establishing operational standards for AI development and deployment.
[bookmark: _Toc198048546]02 August 2025
- Key Provisions Activation: Five core components of the Act become operational:
· Notified bodies' certification procedures
· Governance framework for General Purpose AI models
· Regulatory oversight and governance structures
· Confidentiality requirements for handling AI documentation
· Enforcement mechanisms and penalty framework
- Existing GPAI Systems: One-year compliance window begins for General Purpose AI models that were operational before this date, with full compliance required by August 2027. This provision specifically addresses AI systems already in market or service.
- Designation of National Regulators: Member States must formally identify, notify, and publicly announce their national competent authorities, specifically the notifying authorities and market surveillance authorities. This includes publication of official contact details and notification to the European Commission.
Note that this designation is distinct from the November 2024 fundamental rights authorities. While the earlier-designated authorities specialise specifically in protecting fundamental rights within their existing mandates, these competent authorities will serve as the primary regulators of the AI Act. These regulators will have broader powers to assess compliance and enforce all aspects of the AI Act, beyond fundamental rights protection.
- Commission Fallback: If codes of practice for General Purpose AI are not finalised or deemed inadequate by the AI Office, the European Commission may establish mandatory implementation rules for GPAI providers through implementing acts.

[bookmark: _Toc198048547]02 August 2025 (and every two years thereafter)
National Resource Assessment Deadline: Member States must submit comprehensive reports to the European Commission detailing the financial and human resources allocated to their national competent authorities for AI oversight.
[bookmark: _Toc198048548]02 August 2025 (and every year thereafter)
Annual Review of Prohibition Rules: The European Commission must complete its yearly assessment of how AI prohibitions are functioning in practice, including evaluation of enforcement effectiveness and recommendations for improving the regulatory framework.
[bookmark: _Toc198048549]02 August 2025 (based on date of application of Articles on ‘Penalties’)
National Penalties Framework: Ireland must finalise and notify the European Commission of its specific regime for AI Act enforcement, including the structure of penalties and fines, along with mechanisms to ensure their effective implementation.
[bookmark: _Toc198048550]02 February 2026
Implementation Guidelines Deadline: The European Commission must publish detailed guidance on Article 6 compliance, including specific requirements for post-market monitoring of AI systems. These guidelines will provide practical direction for implementing high-risk AI system obligations.
[bookmark: _Toc198048551]02 August 2026
- Full Implementation Phase: All remaining provisions of the AI Act become applicable and legally binding, with the specific exception of Article 6(1). This marks the main enforcement date for most of the Act's requirements.
- Existing High-Risk AI Compliance: High-risk AI systems placed on the market or put into service before this date fall under the Regulation only if substantially modified thereafter. This excludes systems covered by Article 111(1). Unmodified systems are not required to meet new compliance obligations.
- National AI Sandbox Deadline: Ireland's competent authorities must have established and operationalised at least one regulatory sandbox, enabling supervised testing and development of AI systems under controlled conditions.
[bookmark: _Toc198048552]02 August 2027
- Final Implementation Phase: The last remaining provision of the AI Act, Article 6(1) and its corresponding obligations, comes into force, completing the full implementation of the Act.
- Final GPAI Adaptation Deadline: The grace period ends for providers of pre-August 2025 General Purpose AI models. All such systems must now fully comply with the Act's requirements, completing the transitional phase for legacy GPAI systems.
- Extended Compliance Period for Major Systems: AI components integrated into Annex X large-scale IT systems before this date have until 31 December 2030 to meet regulatory requirements, providing a longer adaptation period for complex infrastructure.
[bookmark: _Toc198048553]02 August 2028
AI Office Performance Review: The European Commission must conduct a comprehensive evaluation of the AI Office's effectiveness, operations, and impact in fulfilling its regulatory duties.
[bookmark: _Toc198048554]02 August 2028 (and every three years thereafter)
The Commission to evaluate the impact and effectiveness of voluntary codes of conduct.
[bookmark: _Toc198048555]02 August 2028 (and every four years thereafter)
- The Commission shall evaluate and report to the European Parliament and to the Council on the need for amendments.
- Commission shall submit a progress report on 'standardisation deliverables' which cover the topic of energy-efficient development of general-purpose AI models.
[bookmark: _Toc198048556]01 December 2028 
Commission must draw up a report on the delegation of power outlined in Article 97.
[bookmark: _Toc198048557]01 August 2029
The Commission's power to adopt delegated acts referred to in Articles 6, 7, 11, 43, 47, 51, 52, and 53 expires unless the delegation of power is extended for recurring 5-year periods, unless the European Parliament or the Council opposes such extension three months or more before the end of each period.
[bookmark: _Toc198048558]02 August 2029 (and every four years thereafter)
Commission to submit a report on the evaluation and review of this Regulation to the European Parliament and to the Council.
[bookmark: _Toc198048559]02 August 2030
Providers & Deployers: Providers and deployers of high-risk AI systems intended for public authorities must comply with the requirements and obligations of this Regulation by this date.
[bookmark: _Toc198048560]31 December 2030
Large-scale IT Systems: Deadline for AI systems which are components of the large-scale IT systems listed in Annex X and placed on the market before 02 August 2027 to be brought into compliance with this Regulation.
[bookmark: _Toc198048561]02 August 2031
The Commission to assess and report on the enforcement of this Regulation to the European Parliament, Council, and European Economic and Social Committee.
[bookmark: _Toc198048562]2.3 Risk Levels and Implications for Accessibility
The European Union's AI Act establishes a risk-based approach to regulating AI systems, categorising them into four levels of risk:
1. Unacceptable Risk
2. High Risk
3. Limited Risk
4. Minimal Risk
[bookmark: _Toc198048563]2.3.1	Unacceptable Risk
AI systems deemed to pose an unacceptable risk to safety, livelihoods, and rights are prohibited, and will be deemed illegal and not permissible in the EU. These include:
· Systems that manipulate human behaviour to circumvent free will.
· Social scoring systems by public authorities.
· Real-time remote biometric identification systems in publicly accessible spaces for law enforcement (with some exceptions).
While the EU AI Act establishes clear categories of unacceptable risk AI systems, it does not provide explicit examples. The following scenarios illustrate how AI systems could potentially fall into the unacceptable risk category in practice. Note that these are interpretative and meant to demonstrate the practical application of the Act's principles in real-world contexts, with the goal of aiding organisations with public-body oversight remit to better understand where AI applications might cross these critical regulatory boundaries. They should be considered illustrative rather than definitive, as the actual determination of unacceptable risk will depend on professional legal assessment.
Systems that rate or score based on:
· Frequency of medical appointments or healthcare usage.
· Use of disability support services.
· Mobility patterns or transportation usage.
· Workplace accommodations requested.
· Speed of task completion.
· Communication methods or patterns.
· Attendance at rehabilitation programs.
Systems that use these assessments to:
· Prioritise or restrict access to disability support services.
· Determine eligibility for additional healthcare services.
· Influence housing accessibility accommodations.
· Affect employment opportunities in public sector.
· Impact access to public transportation services.
· Determine access to assistive technology through public programs.
· Influence education placement or support services.
Specific examples where such metrics could be used to reduce or eliminate access to services include:
· Systems that monitor and rate individuals based on their frequency of disability support-service usage to adjust their priority or eligibility for future assistance - for example, automatically lowering priority status if usage patterns decrease, without considering that support needs may fluctuate. Such systems could unfairly penalise individuals who temporarily require fewer services due to improved health periods, informal support availability, or other circumstantial changes, while creating pressure to maintain consistent service usage regardless of actual need.
· Systems that score individuals based on their mobility patterns or public transport usage to determine future access or service levels - for example, reducing priority or availability of accessible transport services if usage falls below certain thresholds, effectively creating a 'use it or lose it' scenario. This could force people with disabilities to make unnecessary journeys to maintain their service access, disregarding that mobility needs may fluctuate due to health conditions, seasonal factors, or changing circumstances.
· From a public service perspective, social scoring systems that evaluate communication modes can become particularly problematic when they constrain individual choice and agency. Such systems might compel people to use specific communication methods simply to maintain their service access, disregarding their right to choose and switch between different communication approaches based on their preferences, energy levels, or situational needs.
· In the context of employment, AI systems that score individuals based on their history of workplace accommodation requests represent a particularly problematic form of social scoring. Such systems could create a scenarios where employees avoid requesting necessary accommodations for fear of damaging their career prospects, effectively forcing a choice between maintaining their health and wellbeing against advancing their career. This approach fundamentally misunderstands the nature of workplace accommodations - past requests may not reflect future needs, different roles require different adaptations, and some accommodations might be temporary or situation-specific. This directly contradicts the principles of inclusive workplace design and equal employment opportunity.
It is also worth noting, however, that the regulatory landscape requires careful balancing in practice. While the EU AI Act aims to prevent discriminatory profiling, there are legitimate cases where AI systems collect user interaction data to enhance service accessibility. The key distinction lies in the intent and outcome, where using behavioural metrics to remove barriers and improve access differs fundamentally from using similar data to restrict services or create social rankings. As the Act is implemented, regulators and bodies responsible for public-service oversight will need to navigate this nuance carefully to ensure that protective measures don't inadvertently hamper technological innovations that could advance digital inclusion and universal access for people with disabilities. This may require the development of clear advisory frameworks that distinguish between prohibited social scoring and permitted adaptive systems that empower users and expand their access to public services.
[bookmark: _Toc198048564]2.3.2	High Risk
High-risk AI systems are allowed but subject to strict obligations before, and throughout, their lifecycle. These include AI systems in areas such as:
· Critical infrastructure (e.g., transport)
· Educational or vocational training
· Employment, worker management, and access to self-employment
· Access to and enjoyment of essential private services and public services and benefits
· Law enforcement
· Migration, asylum, and border control management
· Administration of justice and democratic processes
For accessibility, this category is crucial. Many AI systems that interact with, or make decisions affecting people with disabilities, would likely fall under high-risk, especially in areas like education, employment, and access to services.
There are obligations for those developing High-Risk AI Systems:
· Risk management protocols
· High quality of datasets
· Technical documentation and record keeping
· Transparency and provision of information to users
· Human oversight
· Accuracy, robustness, and cybersecurity
These obligations have significant implications for accessibility. For example:
· Dataset quality requirements could mandate the inclusion of diverse data representing people with various disabilities.
· Transparency obligations might necessitate making AI systems and their outputs accessible to people with different disabilities.
Human oversight could involve ensuring that oversight processes are accessible to employees with disabilities.
[bookmark: _Toc198048565]2.3.3	Limited Risk
AI systems with specific transparency obligations include:
· AI systems interacting with humans
· Emotion recognition systems
· Biometric categorisation systems
· Systems that generate or manipulate image, audio, or video content
Examples include: Chatbots; emotion-recognition systems; AI-generated or manipulated image, audio, or video content (often called "deepfakes").
For these systems, users must be informed that they are interacting with an AI system. This has accessibility implications, as the notification must be accessible to people with various disabilities. For example, this means:
· Notifications about AI interaction must be accessible to people with various disabilities (e.g., screen reader compatible, clear visual indicators).
· AI-generated content should be clearly labelled as such in an accessible manner.
[bookmark: _Toc198048566]2.3.4	Minimal Risk
The vast majority of AI systems fall into this category. While they don't have specific obligations under the AI Act, they are encouraged to follow voluntary codes of conduct. Examples include: AI-powered spam filters, AI used in video games, and basic chatbots.
From an accessibility standpoint, even minimal risk AI systems should consider adopting best practices for inclusivity and accessibility. While these systems don't have specific legal obligations under the AI Act, from an accessibility perspective:
· Developers are encouraged to follow voluntary codes of conduct.
· Best practices for accessibility should still be considered to ensure inclusive design.
[bookmark: _Toc198048567]2.4 Practical Examples across Risk Categorisations
The examples below demonstrate how the EU AI Act's risk categorisation is implemented in real-world applications across various service sectors. These scenarios illustrate the practical implications of the Act's requirements for accessibility and inclusion in AI systems.
[bookmark: _Toc198048568]2.4.1	Unacceptable Risk Examples
1. Employment: An AI system that automatically rejects job applications from individuals who disclose any form of disability, regardless of qualifications or job requirements. 
2. Active Citizenship: A social scoring system used by local councils to prioritise access to public services based on an individual's perceived social value, potentially discriminating against people with disabilities. 
3. Healthcare: An AI triage system in emergency services that systematically deprioritises patients with certain disabilities, regardless of the severity of their current medical condition.

[bookmark: _Toc198048569]2.4.2	High Risk
1. Education: An AI-powered educational platform that uses machine learning to personalise learning paths for students. To comply with the Act: 
a. The system must be trained on diverse datasets including students with various disabilities to avoid bias.
b. The interface must be accessible (e.g., compatible with screen readers, offering multiple input methods).
c. Explanations of how the AI determines learning paths must be provided in accessible formats.
2. Employment: An AI system used for CV screening and interview scheduling in a large corporation. It must: 
a. Ensure its training data includes a diverse range of CVs, including those from candidates with disabilities.
b. Provide accessible alternatives for video interviews if used.
c. Offer transparent explanations for candidate rankings that can be reviewed for potential bias.
3. Financial Services: An AI-driven credit scoring system used by banks. It should: 
a. Use diverse training data to avoid penalising individuals based on disability-related factors.
b. Provide accessible explanations for credit decisions.
c. Ensure human oversight is available through accessible channels for appeals.
[bookmark: _Toc198048570]2.4.3	Limited Risk
1. Active Citizenship: A virtual assistant chatbot on a government website. To comply with transparency obligations: 
a. The chatbot must clearly identify itself as an AI system in a way that's perceivable to all users (e.g., screen reader announcement, visual indicator).
b. If the chatbot uses emotion recognition to gauge user frustration, it must disclose this capability in an accessible manner. 
2. Healthcare: An AI system that generates medical imaging reports. It must: 
a. Clearly label AI-generated content in reports.
b. Ensure the labelling is accessible to healthcare professionals using assistive technologies.
3. Leisure: An AI-powered recommendation system for a public library's digital media collection. It should: 
a. Inform users that AI is being used to generate recommendations.
b. If using profiling based on user characteristics, disclose this in an accessible way.
[bookmark: _Toc198048571]2.4.4	Minimal Risk
1. Employment: An AI-powered spelling and grammar checker in a word processing application used in a government office. While not strictly regulated under the Act: 
a. Best practices would include ensuring the tool works well with assistive technologies like screen readers.
b. The UI for enabling/disabling the feature should be accessible.
c. Suggestions should be presented in a way that's perceivable to users with various disabilities.
2. Leisure: An AI system used to optimise the schedule of a public swimming pool. Good practices could include: 
a. Ensuring the interface for staff to interact with the system is accessible.
b. Considering diverse needs when optimising schedules (e.g., sessions for disability swim groups).
3. Education: An AI-powered library catalogue search system. While minimal risk, it should: 
a. Have an accessible user interface for all users.
b. Ensure search results are presented in a format compatible with various assistive technologies.
[bookmark: _Toc198048572]2.5	Summary
The European Union's AI Act outlines a comprehensive timeline for implementation, with key milestones that will directly impact Ireland and the work of the NDA. In November 2024, Ireland designated nine national authorities responsible for protecting fundamental rights in AI contexts. This sets the stage for the NDA’s engagement with these authorities to play a role in guiding the safe and inclusive development of AI systems for people with disabilities. Looking ahead, the Act mandates that by August 2026, Ireland must have established regulatory sandboxes to enable supervised testing and responsible innovation of AI technologies. These concrete steps, coupled with the Act's risk-based framework and stringent requirements for high-risk applications, represent a significant stride towards ensuring AI empowers and includes rather than excludes or disadvantages. As this complex legislation is rolled out, it will be essential for regulators, AI developers, and service providers in Ireland to collaborate closely with disability stakeholders. The road ahead may present challenges, but the AI Act lays the foundation for a future where AI systems work for the benefit of all.
[bookmark: _Toc198048573]3 Equal AI Access in Public Sector Services
[bookmark: _Toc198048574]3.1 Introduction
The public sector encompasses a vast and distributed array of services, making it complex to navigate with oftentimes convoluted processes and many layers of data handling. Effective inclusive AI has the potential to address many of these challenges both from a service provider and user perspective, whereby it could streamline operations and enhance engagement and accessibility for all users. However, it is crucial to recognise that mishandling AI interactions or limiting access modalities could lead to significant marginalisation of people with disabilities.
[bookmark: _Toc198048575]3.2 Navigating Complexity with AI
The public sector operates on a large scale, involving diverse services spread across multiple levels of government and agencies. This complexity often results in siloed data management practices making engagement for the user repetitive and confusing. AI technologies, if designed correctly, could integrate these operations and automate repetitive tasks, optimising resource allocation and providing real-time insights for decision-making. By enhancing operational efficiency, AI could enable public sector organisations to deliver services more promptly and effectively to benefit all users.
[bookmark: _Toc198048576]3.3 Ensuring Inclusivity and Accessibility
Inclusive AI in the public sector would mean designing technologies that cater to the diverse needs and abilities of all users. For individuals with disabilities, AI-powered tools such as assistive technologies, personalised interfaces, and accessible information formats would play a crucial role in overcoming barriers to accessing public services. These technologies would provide alternative communication methods, accommodate various sensory and physical impairments, and ensure equal participation in civic activities and governance.
[bookmark: _Toc198048577]3.4 Potential Pitfalls of AI Mismanagement
While AI holds promise for improving accessibility, there are risks associated with its deployment in the public sector. Mishandling AI interactions or deploying an AI that is not inclusive could inadvertently exclude individuals with disabilities from key critical services. In their current form, LLMs still perpetuate biases due to their training and many still rely on inaccessible interfaces.
[bookmark: _Toc198048578]3.5 Mitigating Risks through Universal Design
To mitigate risks, public sector organisations must prioritise universal design principles throughout the AI development lifecycle, its deployment, and its auditing. This includes involving diverse stakeholders, including people with disabilities, in the design and testing phases to ensure that AI systems are accessible and responsive to their needs. Moreover, embedding the ethical guidelines and regulatory frameworks espoused in the European AI Act, as well as other relevant legislation, ensures that AI technologies uphold fairness, transparency, and accountability in their deployment across public services.
[bookmark: _Toc198048579]3.6 Enhancing Service Delivery and Efficiency
By embracing inclusive AI practices, public sector organisations can enhance service delivery, improve user engagement, and promote social equity. AI-driven analytics enable data-driven decision-making, allowing governments to allocate resources more efficiently, predict service demands, and customise service delivery based on individual preferences. This data-driven approach not only optimises operational efficiency but also fosters a more responsive and user-centric public sector ecosystem.
[bookmark: _Toc198048580]3.7 AI Impact for Six Example Sectors
AI technologies, and particularly multimodal LLMs, are poised to significantly enhance and augment public services if correctly implemented. They offer efficiencies and possibility for personalised interactions across sectors such as education, employment, healthcare, finance, active citizenship, and leisure. These advancements have the potential to enhance accessibility and remove barriers for individuals, including those with disabilities. However, careful consideration of AI's impacts is essential to ensure equitable access and inclusive outcomes in service delivery and civic engagement. In Appendix A, a SWOT analysis format is presented for each of the Sectors described below.
[bookmark: _Toc198048581]3.7.1	Education
· Potential Impact: AI has the potential to personalise learning experiences, to adapt curriculum to individual learning styles, and to provide real-time feedback to students. AI-powered tutoring systems could potentially offer tailored support to students with disabilities, helping them navigate educational challenges more effectively. Additionally, AI could automate administrative tasks for educators, freeing up time for more focused academic instruction and curriculum development.
· Negative Impact if Badly Implemented: Poorly designed AI in education may exacerbate inequalities by reinforcing biases in assessment and learning outcomes. Accessibility issues may arise if AI tools are not designed to accommodate diverse learning needs, hindering the educational progress of students with disabilities. Moreover, over-reliance on AI may subdue human intuition that is crucial for educational and emotional development in students.
[bookmark: _Toc198048582]3.7.2	Employment
· Potential Impact: AI could enhance employment opportunities for individuals with disabilities by automating repetitive tasks, providing job matching services based on skills and preferences, and offering workplace accommodations through assistive technologies. In the Irish context, Intreo serves as a central hub in the employment and benefits ecosystem, providing a single point of contact for all employment and income support services. AI-driven tools could enhance Intreo's capabilities by performing comprehensive cross-departmental analysis, considering factors such as individual needs, existing benefits, and workplace requirements. This could power sophisticated recommender systems that help people with disabilities understand the broader implications of certain employment and training options. These systems could automatically identify and validate required assistive technologies for both training programmes and matched workplace environments, streamlining the support provision process.
· Negative Impact if Badly Implemented: Bias in AI algorithms used for recruitment and performance evaluation is already perpetuating discrimination against individuals (Tilmes, 2022) (Nazer et al. 2023). Lack of accessibility in AI-powered job platforms and workplace technologies would create further barriers to equal employment opportunities. For Intreo services, cross-departmental data used to train AI systems could contain biases and discriminatory patterns in allowances datasets. There is also a risk that AI systems could automatically filter out job opportunities based on assistive technology requirements if these are not properly accounted for in the AI model's design. These risks underscore the need for robust human oversight and a clear and accessible appeals process.
[bookmark: _Toc198048583]3.7.3	Finance
· Potential Impact: AI in finance and social services could improve accessibility by offering personalised financial advice, facilitating voice-activated banking services, and detecting fraudulent activities. For individuals with disabilities, AI could streamline access to social services by automating eligibility assessments, simplifying application processes, and providing real-time assistance through on-demand virtual agents.
· Negative Impact if Badly Implemented: Inadequate transparency and understanding of AI-driven financial decisions may lead to mistrust and confusion among users, including those with disabilities. Biased algorithms in credit scoring and loan approval processes may disadvantage individuals based on disability-related factors not properly accounted for in AI models. Moreover, data privacy concerns may arise if sensitive information about disabilities is mishandled or exposed.
[bookmark: _Toc198048584]3.7.4	Healthcare
· Potential Impact: AI technologies in healthcare could enhance diagnostic accuracy, personalise treatment plans, and improve patient outcomes for individuals with disabilities. AI-powered medical devices and telemedicine services enable remote monitoring and care management, overcoming geographical barriers and enhancing accessibility to specialised healthcare services.
Particularly significant is AI's potential in early years assessment and diagnosis. AI systems could expedite the assessment of needs by analysing developmental indicators and suggesting preliminary diagnoses, allowing healthcare professionals to focus more time on interventions and support rather than assessment procedures. These AI-powered diagnostic tools could integrate data from multiple sources - including behavioural patterns, developmental milestones, and standardised assessments - to support earlier identification of needs and faster access to appropriate supports.
This capability extends into educational settings, where AI models could assist in ongoing assessment of learning needs and cognitive development. By processing various personal data metrics, AI could help identify potential learning disabilities or cognitive differences earlier, recommending appropriate interventions, support plans, and assistive technologies. 
· Negative Impact if Badly Implemented: : Misinterpretation of medical data by AI systems may lead to incorrect diagnoses or treatment recommendations, posing risks to patient safety, particularly for individuals with complex medical conditions or disabilities. In early years assessment, false positives could lead to unnecessary interventions and resource allocation, while false negatives might delay crucial early support for children who need it. These diagnostic errors could have long-term implications for educational placement and support provision.
Privacy concerns regarding the use of sensitive health data in AI-driven healthcare systems may also affect trust and adoption among patients with disabilities. This is particularly critical when AI systems are processing developmental and cognitive data of young children, where mishandling or misuse could have lasting impacts on their educational journey and access to supports.
The integration of healthcare and educational data, while potentially beneficial, carries risks if AI systems draw incorrect correlations or make inappropriate recommendations for classroom supports. Overreliance on AI-driven assessments could also lead to standardised responses that fail to account for individual circumstances and needs.
[bookmark: _Toc198048585]3.7.5	Active Citizenship
· Potential Impact: AI could empower individuals with disabilities to participate more actively in civic activities by providing accessible information about government policies, facilitating voter registration and participation, and offering personalised civic engagement tools. AI-powered virtual assistants and chatbots could enhance accessibility to public services, ensuring equitable access to information and resources.
· Negative Impact if Badly Implemented: Exclusionary AI interfaces may limit access to civic participation for individuals with disabilities who rely on alternative modes of communication. Bias in AI algorithms used for public policy analysis or service delivery may result in inequitable outcomes, affecting the rights and access of users with disabilities to key decision-making actions such as voting.
[bookmark: _Toc198048586]3.7.6	Leisure
· Potential Impact: AI technologies could enrich leisure experiences for individuals with disabilities by providing accessible entertainment options, offering real-time travel assistance, and facilitating inclusive gaming and recreational activities. AI-driven tools could interpret and describe visual and auditory content, enhancing accessibility and enjoyment across various leisure pursuits.
· Negative Impact if Badly Implemented: Inaccessible AI interfaces and lack of consideration for diverse disability needs may limit participation in leisure activities. Bias in AI-generated content or recommendations may reinforce stereotypes or exclude individuals with disabilities from fully enjoying cultural and entertainment experiences. Moreover, cost barriers associated with advanced AI-driven leisure technologies may restrict access for individuals with disabilities from diverse socioeconomic backgrounds.
[bookmark: _Toc198048587]4 Prompting, Hallucinations, and Multimodal Interactions
The interaction between users and large language models (LLMs) encompasses several key areas: prompting, hallucinations, and multimodal interactions. Prompting refers to the user’s role in guiding the conversation with the AI. Hallucinations describe instances where the AI generates incorrect or nonsensical information. Finally, multimodal interactions involve the integration of various forms of input and output, such as text, images, audio, and video, to create more versatile and effective AI systems. Understanding these aspects is crucial for optimising the use and development of LLMs in the context of effective implementation for people with disabilities.
[bookmark: _Toc198048588]4.1 Prompting
Until very recently, user interaction with LLMs involves inputting conversational text queries by typing on a keyboard or assisted typing via third-party speech to text software. Based around maintaining a conversational and context-centred thread, the AI generates responses based on previous user inputs and invites them to submit further queries that delves further into the thread’s topic. On the human user side, this process is known as prompting, where the user appropriates, guides, and moulds the ‘conversation’. The effectiveness of the AI feedback, however, requires a degree of skill, experience, and access by the human user in order to garner the most from the AI’s trained knowledgebase. 
When a user inputs a query, command, or statement, the AI system performs pre-processing on that input so as to transform it from being a human conversational input to being a machine readable one. Tokenisation is a fundamental preprocessing step in Natural Language Processing (NLP) where text is broken down into smaller units called tokens. These can be words, sub-words, or characters, depending on the tokenisation strategy used. In the context of LLMs, tokenisation is crucial because it transforms human language into a format that can be processed by the model. This ‘transformation’ architecture is the foundation of modern LLMs, referred to as Transformer Models. Indeed, the word ‘transformer’ forms part of the GPT acronym - Generative Pre-trained Transformer. At the core of a transformer model are what are called Self-Attention Mechanisms. These allow the model to weigh or evaluate the importance of different words in a sentence relative to each other and helps the model understand context by considering all words simultaneously. Also, since transformers do not have a built-in sense of word order, positional weights are also added to tokens to give the LLM information about the position of each word in the sequence. This is one of the primary reasons why incoherent prompts may still render reasonable responses by the AI, but it is also the reason why skilled and refined prompts will yield the best results.
Prompting, therefore, is often a learned skill that evolves through experience. Oftentimes, individuals in academia have prior practice in structuring communication or research questions - skills that often expedite their efficient and effective use of LLMs. In the main, however, regular unimpeded interaction with LLMs is often required to develop the necessary skills and familiarity to prompt these systems in a way that consistently elicits useful and relevant responses. Removing barriers to this iterative learning process is crucial to ensure equitable access to the capabilities of large language models for all users, regardless of their abilities. However, for people with disabilities, the learning curve can be longer due to barriers in current LLM implementations. For instance, a person with a cognitive disability may face difficulties in formulating clear and structured prompts due to challenges in organising thoughts or managing complex interactions. Current LLMs often lack features like adaptive scaffolding, which could guide users in refining prompts, or tailored feedback mechanisms that identify where a prompt could be improved.
Additionally, for users with sensory disabilities, the reliance on text-only interaction in the main can limit accessibility. For example, a person with a visual impairment may depend on screen readers, which can make navigating dense or technical outputs from the LLM time-consuming and cognitively taxing. The absence of multimodal support as of yet, such as audio-based prompting or summarised feedback, further exacerbates these barriers.
To address these issues, LLMs could integrate tools specifically designed to support people with disabilities. For example, providing real-time prompt suggestions or templates tailored to the user's input could help mitigate the cognitive load of crafting effective queries. Inbuilt multimodal capabilities, such as voice-guided interactions or simplified visual outputs, could enhance accessibility for users with sensory disabilities. Incorporating adaptive learning systems within LLM interfaces, which gradually personalise interactions based on the user’s behaviour and needs, could significantly reduce the learning curve and foster greater inclusivity in AI-driven interactions.
[bookmark: _Toc198048589]4.2 Hallucinations
One of the critical challenges with LLMs is their tendency to "hallucinate", which is the term used to describe a phenomenon where the model generates information that is incorrect, nonsensical, or entirely fabricated. This issue arises because LLMs do not possess true understanding or knowledge, but rather they generate responses based on patterns in the data they were trained on. This often results in some very plausible-sounding, but actually quite inaccurate or misleading outputs, being generated. Training data may have come from unvetted and non-peer reviewed sources, and so will bring with it the inaccuracies and fabricated content embedded in this sources. 
Hallucinations in LLMs can pose significant problems, especially in contexts where accurate information is crucial. For example, hallucinations become quite apparent when input-requests focus on specific technical information such as asking about programming functions, mathematical queries, or technical-standards specifications. This is because LLMs are essentially language models, not domain specific AIs. For individuals with disabilities relying on AI for critical and sometime very specific technical queries, hallucinations can lead to misunderstandings or incorrect guidance, potentially exacerbating the challenges they face.
Addressing hallucinations involves several approaches:
a. Improved Training Data: Ensuring diverse, high-quality training data can help reduce the instances of hallucinations by providing the model with more accurate and varied examples to learn from.
b. Post-Processing Checks: Implementing systems to verify the output of LLMs before it reaches the user can help catch and correct hallucinations.
c. User Feedback Mechanisms: Allowing users to report inaccuracies can help improve the model over time and tailor its responses to be more reliable and user-specific.
While LLMs hold immense potential for enhancing accessibility and inclusivity, ongoing efforts are needed to mitigate the risks associated with hallucinations and ensure these AI systems provide accurate and helpful information.

[bookmark: _Toc198048590]4.3 Multimodal LLMs
Multimodal LLMs are the most recent and advanced LLM models that are publicly available. They are designed to process and generate data across multiple forms of input and output, such as text, images, audio, and video. Examples include OpenAI’s ChatGPT 4-o and Google’s Project Astra. Unlike traditional LLMs that work exclusively with text, multimodal models understand and generate responses that integrate different types of data, handling more complex tasks based on their ability to synthesise much more diverse information sources. They are built on neural network architectures that are trained on vast datasets containing various types of media. During training, these models learn to associate different forms of data with one another, creating a unified understanding across modalities. For example, they might learn how textual descriptions relate to images or how spoken words correspond to written text.
[bookmark: _Toc198048591]4.3.1	Potential Advantages for Accessibility and Inclusive Design
· Enhanced Communication Tools:
· Speech-to-Text and Text-to-Speech: Improved accuracy in converting spoken words to text and vice versa, benefiting individuals with hearing or speech impairments.
· Real-Time Translation: Providing on-the-fly translation between different languages, including sign language, which can assist people with hearing impairments in communicating more effectively.
· Visual Assistance:
· Image and Video Descriptions: Automatically generating descriptive text for images and videos, aiding visually disabled users in understanding visual content.
· Object Recognition: Identifying objects and their locations within images or live video feeds, which can help users navigate their environment.
· Educational Support:
· Interactive Learning Materials: Creating educational content that includes text, images, and videos, making learning more engaging and accessible for students with diverse needs. 
· Adaptive Interfaces: Customising interfaces based on user preferences and disabilities, such as adjusting font sizes or providing alternative input methods. Based on prompts supplied by the teacher or student themselves, the language used to communicate feedback by the AI can be appropriated in accordance to style or level.
· Improved User Interfaces:
· Voice Commands: Allowing users to interact with devices using natural language, reducing the need for physical interaction and benefiting users with mobility impairments.
· Multimodal Feedback: Providing feedback in multiple formats, such as visual alerts combined with auditory signals, to ensure information is accessible to all users.
[bookmark: _Toc198048592]4.3.2	Current Shortcomings
· Accuracy and Reliability:
· Hallucinations: Multimodal LLMs, like their text-only counterparts, can generate incorrect or misleading information, and more importantly, this feedback is often presented with a tone of confidence and conviction. This is particularly problematic in critical applications where accuracy is essential, such as in safety critical traffic scenarios.
· Biases: These models still inherit biases from their training data, which may affect their performance and fairness across different demographic groups. There remains little onus on companies developing such models to include user feedback from people with disabilities. 
· Complexity and Resource Requirements:
· High Computational Demand: Training and deploying multimodal LLMs require significant computational resources, making them less accessible for smaller organisations or individuals who may want to generate specialised models that may want to shore up the current gaps for those with disabilities. This requirement also adds into the mix the use of large amounts of energy, water, and land specifically to train and run multimodal models, short-circuiting environmental drives for responsible and sustainable computing. 
· Data Requirements: These models need vast and diverse datasets that accurately represent various forms of input and scenarios, which can be challenging to compile and maintain for smaller research and development teams. Given the extensive data gathered, stored, and maintained by the large technology companies over the years, this significantly impacts on the competitiveness of smaller organisations who aim to broaden the user demographics. Additionally, there is a risk that the biases and limitations inherent in current datasets will be perpetuated as these models evolve into more sophisticated multimodal systems. This poses a significant challenge in ensuring the inclusivity and accessibility of the next generation of large language models, as they may continue to underrepresent the needs and experiences of underserved populations, including persons with disabilities.
· Accessibility Gaps:
· User Adaptation: Users, especially those with disabilities, may need to learn new ways to interact with these systems, which can be a barrier if not adequately supported by training and resources. Even outside the scope of diverse ways to input queries, there is a certain skill to prompting so as to get the most from the AI system. Training in prompting alone is already a significant need.
· Limited Modal Coverage: While multimodal models can handle various data types, they may still struggle with specific modalities or fail to integrate them seamlessly, leading to incomplete or suboptimal user experiences.
· Privacy and Security:
· Data Privacy: Handling sensitive data, particularly in healthcare or personal communication, raises significant privacy concerns. Ensuring that user data is protected and used ethically is a major challenge across all demographics. This is especially challenging in public services where large amounts of diverse user data is distributed across multiple system and across multiple locations, any one of which is an access point for unauthorised actors.
· Security Risks: Multimodal systems must be robust against adversarial attacks and misuse, which can be more complex than securing unimodal systems. Involving the use of cameras and microphones on devices to interact with the AI system increases the security-risk profile exponentially.
[bookmark: _Toc198048593]5 Training Data Biases
Training data biases are a significant challenge in developing LLMs. Ensuring the diversity of training data is crucial for creating models that accurately reflect the broad spectrum of human experiences and demographics. However, many LLMs suffer from biases due to the underrepresentation or misrepresentation of various demographic groups. This section explores the lack of diverse representation in AI training, its causes, consequences, and possible solutions.
[bookmark: _Toc198048594]5.1 Lack of Diverse Representation in AI Training
One of the critical challenges in developing LLMs is ensuring that the training data accurately represents the diversity of human experiences and demographics. The effectiveness of LLMs is entirely dependent on the quality and comprehensiveness of the data used to train them. However, LLMs tend to suffer from biases rooted in the underrepresentation or misrepresentation of various demographic groups.
[bookmark: _Toc198048595]5.1.1	Causes of Demographic Bias in LLM Training Data
· Source Selection:
· Internet and Social Media: Much of the training data for LLMs comes from web sources, which may disproportionately represent certain demographics, particularly those with greater access to the internet and digital technologies.
· Academic and Professional Texts: These sources often dominate training datasets and may reflect the biases and perspectives prevalent in academia and industry, where certain demographics are overrepresented.
· Historical and Societal Biases:
· Legacy Content: Historical texts and older publications included in training data often reflect outdated and biased viewpoints, which can perpetuate stereotypes and exclusions.
· Socioeconomic Factors: People from underprivileged socioeconomic communities, who often belong to minority groups, may have less representation in digital content due to limited access to publishing platforms. This also feeds into gap between LLMs and users with limited literacy levels.
· Language and Regional Biases: A significant portion of LLM training data is in English, which can marginalise speakers of other languages and dialects. Data sourced predominantly from North America and Europe can lead to models that are less effective at understanding and generating content relevant to other regions.
· Lack of Consideration for Disability Status:
· Representation in Data: Training data often lacks adequate representation of individuals with disabilities, leading to models that do not account for the unique needs and contexts of this demographic.
· Accessibility Content: Content relevant to accessibility and disability is less frequently included, resulting in LLMs that are less aware of or responsive to issues pertinent to people with disabilities.
· Intersectional Bias: The combination of disability with other demographic factors (e.g., race, gender) can lead to compounded biases, making it even more challenging for LLMs to address the needs of these individuals
[bookmark: _Toc198048596]5.1.2	Consequences of Demographic Bias
· Reinforcement of Stereotypes: LLMs may generate content that reinforces harmful stereotypes about underrepresented groups, exacerbating social inequalities and perpetuating negative perceptions. Although oversight efforts encoded in AI Systems attempt to eliminate this aspect, the initial training data makes this effort more difficult. Also, the complexity of information, especially in the case multimodal data integration, makes overlayed oversight in this regard extremely complex. 
· Disparities in Service Quality: Biased models may provide less accurate health information or support for those with disabilities, given the data it is trained on. This also factors into other sectors such as education and employment where tools powered by LLMs might fail to address the unique needs of students from diverse backgrounds or LLMs used for resume-screening/job-matching may disadvantage candidates from underrepresented demographics.
[bookmark: _Toc198048597]5.1.3	Addressing the Lack of Diverse Demographic Representation
· Inclusive Data Collection: 
· Broad Data Sources: Incorporating data from a wide range of sources, including regional publications, media content focusing on those with disabilities, non-English language content, sources catering for different literacy levels, and up-to-date information on accessibility technology and innovation would help build a more representative dataset.
· Community Contributions: Engaging with communities to contribute content and provide feedback can ensure that diverse voices are included in the training data. 
· Bias Detection and Mitigation: 
· Bias Audits: Regularly conducting audits to identify and quantify biases in training data and model outputs is crucial. Tools and frameworks for bias detection can highlight areas needing improvement. This could be driven by disability organisations who have the expertise to evaluate the nuances of AI generated content relevant to accessibility and inclusivity. Together with research organisations, auditing tools could be developed similar to the auditing tools servicing web accessibility.  
· Debiasing Techniques: Implementing techniques such as adversarial training, data augmentation, and re-weighting can help mitigate biases. These methods adjust the training process to reduce the impact of biased data.
· Fairness in Model Evaluation: 
· Diverse Evaluation Sets: Using evaluation datasets that reflect a wide range of demographics ensures that models are tested for performance across different groups. Training involves both training and testing datasets, therefore, the testing phase could incorporate a more robust evaluation criteria based on representing broader diversity. 
· Metrics for Fairness: Developing and employing metrics that specifically measure model fairness and performance for various demographics can guide improvements. The European AI Act is a first step in this direction, but more formal metrics and toolchains need to be developed for implementation. 
· Regulatory and Ethical Frameworks: 
· Ethical Guidelines: Establishing guidelines for ethical AI development that prioritise diversity and inclusion can drive industry standards. The European AI Act is a step towards this, but needs continued input from groups that have the expertise specific to universal design. 
· Regulatory Oversight: Policies and regulations that mandate transparency and fairness in AI development can enforce accountability and promote inclusive practices. Therefore, effective national implementation of the European AI Act is crucial, given Ireland’s position as a significant player in processing AI data in the many datacentres hosted here.
[bookmark: _Toc198048598]5.2	Bias Auditing in AI Systems
The European Union's AI Act places significant emphasis on ensuring fairness and non-discrimination in AI systems, particularly for high-risk applications. Bias auditing is a crucial process in achieving these goals. This section explores the importance of bias auditing, its implementation under the AI Act, and its relevance to accessibility and inclusion.

[bookmark: _Toc198048599]5.2.1	Understanding Bias Auditing
Bias auditing in AI systems involves systematically examining the system's outputs, decisions, or recommendations to identify any unfair or discriminatory patterns. This process is particularly crucial for detecting biases that might disadvantage protected groups, including people with disabilities.
[bookmark: _Toc198048600]5.2.2	 Key Components of Bias Auditing
1. Data Quality Assessment: 
a. Evaluating training and testing datasets for representativeness, especially concerning protected characteristics like disability status.
b. Identifying and addressing data gaps or over/under-representation of certain groups.
2. Algorithm Evaluation: 
a. Analysing the AI model's decision-making processes for potential bias.
b. Testing the system with diverse input scenarios to uncover any discriminatory outcomes.
3. Output Analysis: 
a. Monitoring the system's outputs over time to detect any emerging biases.
b. Comparing results across different demographic groups to ensure equitable treatment.
4. Accessibility Checks: 
a. Assessing whether the AI system's interface and outputs are accessible to users with various disabilities.
b. Ensuring that bias auditing processes themselves are accessible and inclusive.
5. Documentation and Transparency: 
a. Maintaining detailed records of bias auditing processes and results.
b. Providing clear, accessible explanations of how bias is identified and mitigated.

[bookmark: _Toc198048601]5.2.3	 Audit Strategies for Ensuring Compliance
1. Regular Audits: Conducting periodic bias audits throughout the AI system's lifecycle, not just during development. 
2. Diverse Audit Teams: Involving individuals with diverse backgrounds, including those with disabilities, in the auditing process. 
3. Intersectional Analysis: Considering how multiple characteristics (e.g., disability and age) might interact to create compound biases. 
4. User Feedback Mechanisms: Incorporating accessible channels for users to report perceived biases or discrimination. 
5. Continuous Improvement: Using audit results to refine and improve AI systems iteratively.
[bookmark: _Toc198048602]5.2.4	 Real-World Challenges and Considerations
· Defining Fairness: The complexity of defining and measuring fairness across diverse groups and contexts. 
· Balancing Accuracy and Fairness: Addressing potential trade-offs between system performance and bias mitigation. 
· Privacy Concerns: Navigating data protection regulations while collecting necessary demographic data for bias auditing. 
· Evolving Standards: Keeping pace with rapidly evolving AI technologies and emerging forms of bias.
[bookmark: _Toc198048603]5.2.5	 Relevance to Accessibility and Inclusion
Bias auditing will play an increasingly crucial role for ensuring AI systems are inclusive and accessible to people with disabilities. It will help in:
· Identifying and eliminating discriminatory patterns that might disadvantage users with disabilities.
· Ensuring that accessibility features are effectively implemented and do not introduce new biases.
· Promoting the development of AI systems that cater to a diverse range of user needs and abilities.
[bookmark: _Toc198048604]5.3	Lessons from Web/Software Accessibility for AI Systems
The development and regulation of AI systems, as outlined in the European AI Act, present both opportunities and challenges for accessibility and inclusion. As consideration is given to the future of AI accessibility, it is crucial to reflect on the progress and ongoing difficulties in web and software accessibility domains, and what lessons can be garnered from these past experiences. 
[bookmark: _Toc198048605]5.3.1	Progress and Challenges in Web and Software Accessibility
Over the past decades, significant strides have been made in web and software accessibility, for example:
· The establishment of guidelines such as the Web Content Accessibility Guidelines (WCAG), providing clear standards for developers.
· Increased awareness and legal requirements have pushed many organisations to prioritise accessibility.
· Advancements in assistive technologies have improved digital experiences for many users with disabilities.
However, challenges persist:
· Many websites and applications still fail to meet basic accessibility standards.
· The rapid pace of technological change often outpaces accessibility efforts.
· There remains a continued need for education and enforcement to ensure widespread compliance.
[bookmark: _Toc198048606]5.3.2	 Applying Lessons to AI Systems
The experiences from web and software accessibility offer valuable lessons for emerging AI development:
· Early Intervention is Key: Incorporating accessibility considerations from the outset of AI system design is far more effective than retrofitting solutions later.
· Standards and Guidelines: Developing comprehensive accessibility standards for AI, similar to WCAG, would provide clear direction for developers and policymakers.
· Universal Design Processes: Involving people with disabilities in the design, development, and testing of AI systems ensures that diverse needs are considered from the start.
· Continuous Education: Ongoing training and awareness programmes for AI developers, similar to those in web development, can foster a culture of accessibility.
· Legal and Regulatory Frameworks: The EU AI Act is a step in the right direction, but continuous refinement of legal requirements will be necessary to keep pace with technological advancements.
· Accessibility as Innovation Driver: Viewing accessibility not as a compliance issue but as an opportunity for innovation can lead to more creative and inclusive AI solutions. 
Without proactive intervention and application of lessons learned from the Web era, the digital divide for people with disabilities could be significantly amplified in the age of AI. There is a risk that AI systems could perpetuate and exacerbate existing biases and accessibility barriers. The rapid adoption of AI in various sectors could leave people with disabilities further behind if accessibility is not prioritised. Moreover, the complexity of AI systems poses new challenges for creating accessible interfaces and ensuring equitable outcomes.
The retrospective lessons learned from web and software accessibility provide a valuable roadmap for ensuring AI accessibility going forward. Early and sustained intervention, guided by these lessons, is crucial to prevent an amplified digital divide and to harness the full potential of AI for all users, regardless of their abilities. As development progresses, it is imperative that accessibility and inclusion remain at the forefront of AI development and regulation, ensuring that the benefits of this transformative technology are equitably distributed across society.
[bookmark: _Toc198048607]5.4	Explainability AI (XAI): Advancements and Accessibility Challenges
AI systems, particularly those based on complex machine learning models, often operate as "black boxes", making decisions that are difficult for humans to interpret. AI Explainability, or Explainable AI (XAI), refers to methods and techniques used to make AI systems more transparent and interpretable. This section explores the importance of AI Explainability, common XAI tools, and the accessibility challenges associated with these tools.
[bookmark: _Toc198048608]5.4.1	Importance of AI Explainability
· Transparency: Enhances trust in AI systems by providing insight into decision-making processes. 
· Compliance: Helps meet regulatory requirements, such as those outlined in the EU AI Act. 
· Debugging: Assists developers in identifying and correcting errors or biases in AI models. 
· User Understanding: Enables end-users to comprehend and effectively interact with AI systems.

[bookmark: _Toc198048609]5.4.2	Common XAI Tools and Techniques
Several tools and techniques have been developed to explain AI model decisions, particularly non-LLM models. One of the most prominent tools in this space is LIME (Local Interpretable Model-agnostic Explanations). This is a tool that helps explain how AI systems make specific decisions. It works by simplifying complex AI models into more understandable forms, focusing on one prediction at a time. For example, it examines individual AI predictions, rather than trying to explain the entire AI system at once. For each prediction, LIME identifies which pieces of information (called 'features') were most important in reaching that decision. LIME then creates visual aids, such as charts or highlighted images, to show how important each feature was for that particular prediction. For example, if an AI system predicts house prices, LIME might create a bar chart showing that for a specific house:
· Location had a large positive impact on the predicted price
· The number of bedrooms had a moderate positive impact
· The age of the house had a small negative impact
These visual explanations aim to make AI decisions more transparent and easier to understand for people who aren't AI experts. However, it's worth noting that because LIME relies heavily on visual presentations, it may be challenging to use for people with visual impairments.
SHAP (SHapley Additive exPlanations) is another tool for understanding AI decisions. It uses concepts from a field called game theory to explain how different pieces of information contribute to an AI’s prediction. SHAP treats each piece of information (or ‘feature’) as if it were a player in a cooperative game. It then calculates how much each ‘player’ contributes to the final decision, much like determining how much each player contributes to winning a team sport. SHAP then provides two types of explanations: 
· Individual (or ‘local’) explanations show why the AI made a specific decision in a particular case.
· Overall (or ‘global’) explanations show which features are generally most important across all of the AI’s decisions.
For example, in an AI system predicting customer leaving the services of a telephone company:
· An individual explanation might show that for a specific customer, their recent complaints and decreased usage were the main factors for predicting that they might leave.
· An overall explanation might show that across all customers, factors like contract length and customer service interactions are generally the most important in prediction factors.
By providing both types of explanations, SHAP offers a comprehensive view of how the AI system works, both for individual cases and for its overall behaviour. This is particularly useful for organisations needing to understand and explain the decision-making processes of an AI system. However, like LIME, SHAP often uses visual aids to present its explanations, which may present challenges for users with visual impairments. 
[bookmark: _Toc198048610]5.4.3	Accessibility Challenges with XAI Tools
While XAI tools provide valuable insights, they currently present accessibility challenges themselves:
· Visual-Centric Outputs: Many XAI tools primarily produce visual outputs like charts and graphs. These visualisations are often not accessible to users with visual impairments.
· Lack of Alternative Formats: There is often a lack of non-visual alternatives (e.g., textual or auditory explanations) for the information presented in visualisations.
· Complex Information Representation: The information conveyed in XAI visualisations can be complex, making it challenging to translate into accessible formats without losing important visualised correlations. Ideally, a visual designed to be viewed at a glance should also have the same communicative efficiencies in other modalities. 
· Tool Interface Accessibility: The interfaces of many XAI tools themselves may not be designed with accessibility in mind, making them difficult for users with disabilities to operate.
· Cognitive Load: The complexity of explanations can pose challenges for users with cognitive disabilities, regardless of the presentation format.
[bookmark: _Toc198048611]5.4.4	AI Assistants (LLMs) and Accessible Explanations
LLM-type AI assistants, like ChatGPT, Claude, and Gemini, offer an alternative approach to providing accessible explanations of AI systems and their outputs. These assistants can offer several advantages:
1. Natural Language Explanations: AI assistants can provide explanations in natural language, which can be more accessible than complex visualisations.
2. Customisable Detail Levels: Users can ask for explanations at various levels of detail, from high-level overviews to in-depth technical descriptions.
3. Interactive Clarification: Users can ask follow-up questions to clarify points they don't understand, creating a more dynamic and personalised explanation process.
4. Multi-modal Potential: While current AI assistants are primarily text-based, future versions could potentially offer explanations in multiple formats (text, audio, simplified visuals) to cater to different accessibility needs.
5. Context-Aware Explanations: AI assistants can tailor explanations based on the user's background knowledge and specific queries, potentially making complex concepts more accessible.
For example, users interacting with Claude can ask for explanations of specific sections of text, request simplifications of complex ideas, or ask for step-by-step breakdowns of processes. This flexibility allows for more accessible and tailored explanations compared to static XAI tool outputs.
[bookmark: _Toc198048612]5.4.5	Towards More Accessible XAI
To address these challenges and make XAI tools more inclusive, several approaches can be considered:
1. Multimodal Explanations: Developing XAI tools that provide explanations in multiple formats (visual, textual, auditory) by default.
2. Customisable Outputs: Allowing users to choose their preferred format for receiving explanations.
3. Simplified Explanations: Offering different levels of explanation complexity to cater to diverse user needs and capabilities.
4. Accessible Design Principles: Applying web accessibility guidelines (like WCAG) to the design of XAI tool interfaces and outputs.
5. Collaborative Development: Involving users with disabilities in the design and testing of XAI tools to ensure their accessibility.
6. Integration with AI Assistants: Combining traditional XAI tools with AI assistant capabilities to provide more flexible and accessible explanations.
By addressing these accessibility challenges and leveraging the capabilities of AI assistants, the field of XAI would move more effectively towards an inclusive and universally usable explanatory tools, ensuring that the benefits of AI transparency are available to all users, regardless of their abilities.
[bookmark: _Toc198048613]6 Conclusion
[bookmark: _Toc198048614]6.1 Key points
The integration of AI technologies into Irish society marks a critical juncture for disability inclusion. While AI presents unprecedented opportunities for enhancing accessibility and independence, its successful implementation will be overseen by nine recently designated national authorities (see Sections 2.2 and 6.4.1), each bringing distinct responsibilities and expertise to fundamental rights protection. This new oversight framework has significant implications across all sectors examined in this report. Within its statutory advisory remit, the NDA's role in promoting accessibility and universal design principles could complement this framework through knowledge sharing with the designated authorities, particularly where AI systems impact access to public services for people with disabilities.
[bookmark: _Toc198048615]6.1.1	Education and Skills Development
Current AI applications in the education sector show promise in areas like personalised learning, assessment, and early intervention. However, significant accessibility considerations need to be addressed to ensure AI-powered educational tools are universally accessible and inclusive for students with diverse abilities and needs. From an accessibility perspective, there is a need for careful balance between innovative uses of AI and maintaining human-centred teaching approaches that prioritise individual student growth. While AI presents opportunities for skills assessment and early identification of learning challenges, accessibility and universal design principles must inform their implementation. This includes considering how students and educators with disabilities can effectively interact with AI systems, from prompting large language models to understanding AI-generated explanations.
The oversight of AI in education will likely be managed by several designated authorities: the Ombudsman for Children may be responsible for protecting young people's rights, the Data Protection Commission may be tasked with safeguarding student data, and the IHREC may be responsible for ensuring rights implications in an education context are accounted for. Within this framework, guidance on accessibility and universal design principles for educational AI systems could help ensure these technologies enhance rather than hinder learning opportunities for students with disabilities.

[bookmark: _Toc198048616]6.1.2	Employment and Workplace Integration
The application of AI in employment and workplace domains presents both opportunities and challenges for people with disabilities. While AI-powered technologies could enhance workplace accessibility and create new employment pathways through adaptive technologies, careful consideration must be given to accessibility requirements in their design and implementation. This is particularly relevant for Intreo services, where AI systems could assist in matching individuals with suitable employment opportunities while considering factors such as benefits, training needs, and workplace accommodations. However, these systems must be designed with accessibility at their core to ensure they remain usable by all service users.
Several designated authorities will likely oversee AI implementation in employment contexts, for example: IHREC may focus on the area of workplace discrimination, the Data Protection Commission may monitor AI use in recruitment processes, and the Ombudsman may oversee public sector employment practices. Within this regulatory framework, accessibility guidance will be crucial for ensuring AI-powered tools - from Intreo's service platforms to workplace performance systems - remain accessible to users with diverse abilities.
The successful integration of AI in employment services and workplace environments will require careful attention to universal design principles and accessibility requirements. This includes ensuring that AI systems used in Intreo offices and other employment services remain accessible to all users, while supporting rather than replacing the human-centred aspects of employment support services.
[bookmark: _Toc198048617]6.1.3	Healthcare and Wellbeing
The integration of AI technology within healthcare and wellbeing domains presents significant opportunities for enhancing accessibility and service delivery. AI-powered systems show potential in personalising healthcare experiences, supporting preventive medicine strategies, and optimising diagnostic tools and treatment planning. From an accessibility perspective, these advancements could transform healthcare delivery for people with disabilities through improved service access and more responsive care pathways.
Several designated authorities may oversee AI implementation in healthcare, for example: the Data Protection Commission may be tasked with ensuring appropriate safeguarding of health-related data, the Ombudsman may be tasked with monitoring public healthcare service provision, and IHREC may focus on equitable access to AI-enabled healthcare solutions. Within this oversight framework, accessibility considerations will be crucial for ensuring AI healthcare systems remain usable and beneficial for people with disabilities.
Particular attention will need to be paid to the accessibility of AI interfaces in healthcare settings, ensuring that digital health platforms and AI-powered diagnostic tools can be effectively used by people with diverse abilities. Guidelines on universal design principles could help ensure that AI healthcare innovations enhance rather than hinder access to healthcare services for people with disabilities.
[bookmark: _Toc198048618]6.1.4	Financial Services and Economic Participation
The application of AI technology within financial services could significantly impact economic participation and financial independence for people with disabilities. AI-powered tools present opportunities to enhance accessibility of banking services, investment platforms, and personal finance applications. From an accessibility perspective, these innovations could enable people with disabilities to better manage their finances and participate more fully in economic activities, provided the digital interfaces are designed to be universally accessible.
Several designated authorities may be tasked with overseeing AI implementation in financial services, for example: the Financial Services and Pensions Ombudsman may be responsible for monitoring fair treatment in AI-powered financial services, the Data Protection Commission may oversee financial data processing, and IHREC may examine financial discrimination. Within this oversight framework, accessibility considerations will be necessary to ensure AI-powered financial systems remain usable by people with diverse abilities.
As in previously-mentioned sectors, universal design of AI interfaces in financial services is extremely important in order to ensure digital banking platforms and AI-powered financial tools can be effectively used by people with disabilities. This includes considering how AI-driven credit scoring and loan approval systems might impact people with disabilities, and ensuring that accessibility requirements are considered in the design of these systems. Guidelines on universal design principles could help ensure that AI financial innovations enhance rather than restrict access to financial services for people with disabilities.
[bookmark: _Toc198048619]6.1.5	Active Citizenship and Civic Engagement
The integration of AI technology within active citizenship and civic engagement could significantly impact how people with disabilities participate in democratic processes. AI-powered systems present opportunities to enhance accessibility of voting, political advocacy, and community engagement platforms. From an accessibility perspective, these innovations could enable people with disabilities to more actively engage in public discourse and decision-making, provided digital interfaces are designed to be universally accessible.
Several designated authorities may oversee AI implementation in civic engagement: An Coimisiún Toghcháin will likely oversee AI-enabled electoral processes, Coimisiún na Meán will likely oversee digital communication platforms, and IHREC could focus on protecting participation rights. Within this oversight framework, accessibility considerations will be crucial to ensure AI-powered civic systems remain usable by people with diverse abilities.
Again, universal design of AI interfaces in civic engagement platforms will be critical for ensuring that any future digital voting systems or AI-powered public consultation tools can be effectively used by people with disabilities. Once more, guidelines on universal design principles would help ensure that AI innovations in civic participation enhance rather than restrict democratic engagement for people with disabilities. This includes considering how automated content moderation, digital consultation platforms, and other AI-driven civic technologies can be made accessible to all users.
[bookmark: _Toc198048620]6.1.6	Leisure and Cultural Participation
The integration of AI technology within leisure and cultural domains presents opportunities for enhancing accessibility and participation for people with disabilities. AI-powered systems could transform how entertainment, recreational activities, and cultural experiences are accessed and enjoyed. From an accessibility perspective, technologies like adaptive gaming interfaces and AI-driven content personalisation could create more inclusive leisure experiences, provided they are designed with universal access in mind.
Several designated authorities will likely oversee AI implementation in leisure and cultural sectors: Coimisiún na Meán will likely be responsible for AI-powered media platforms, IHREC for protecting and promoting cultural participation rights, and the Data Protection Commission will likely oversee personal data handling in AI-driven recreational services. Within this oversight framework, accessibility considerations will be crucial to ensure AI-powered leisure systems remain usable by people with diverse abilities.
Careful attention will need to be paid to the universal design of AI interfaces in entertainment and cultural platforms, ensuring that digital leisure services and AI-powered cultural tools can be effectively used by people with disabilities. To reiterate, guidelines on universal design principles could significantly help ensure that AI innovations in leisure and cultural sectors enhance the user-experience for those with disabilities. This includes considering how AI-driven content recommendation systems, virtual reality experiences, and other recreational technologies can be made accessible to all users. These guidelines could build upon established international standards frameworks, particularly ISO and CEN specifications that address digital accessibility requirements. This includes technical standards for multimedia accessibility (such as MPEG format specifications) and interface design requirements. By leveraging these internationally recognised standards, guidelines could help ensure AI systems maintain compatibility with assistive technologies while meeting fundamental accessibility requirements.
[bookmark: _Toc198048621]6.2 Emerging Trends and Future Implications
The rapid evolution of AI technologies is unfolding within the new regulatory context established by the EU AI Act. From an accessibility perspective, several emerging trends in AI development warrant particular attention for their potential impact on people with disabilities:
Multimodal AI Systems: The advancement of AI systems capable of processing multiple types of input (text, speech, images, and video) presents both opportunities and challenges for accessibility. While these systems could offer more flexible ways to interact with services, guidance on universal design principles will be crucial to ensure these multiple modalities remain accessible to users with diverse abilities.
Natural Language Processing: As AI models enhance their language processing capabilities, consideration must be given to how these advances can benefit users with different communication needs. This includes ensuring AI interfaces can adapt to various communication styles and preferences, particularly for users with cognitive or communication differences.
Integration with IoT Devices: The growing convergence of AI with Internet of Things (IoT) devices raises important accessibility considerations. Guidelines on universal design principles for these interconnected systems could help ensure they remain usable by people with disabilities while respecting privacy requirements.
Accessibility Standards Development: As these technologies evolve, accessibility standards and guidelines will need to adapt accordingly. Working within existing frameworks for digital accessibility, recommendations could help ensure new AI implementations enhance rather than hinder access to services for people with disabilities.
Understanding these trends and their implications for accessibility will be important for providing informed guidance on how AI systems in public services can best serve people with disabilities. This includes considering how accessibility requirements can be integrated into AI development processes while supporting innovation that benefits all users.
[bookmark: _Toc198048622]6.3 Regulatory Landscape
The implementation of the EU AI Act, with its provisions coming into full effect from August 2026, establishes a new framework for AI governance in Ireland. Nine designated authorities will oversee different aspects of AI implementation, creating what is hoped will be a comprehensive approach to protecting fundamental rights in AI contexts.
From an accessibility perspective, this regulatory framework presents important considerations for ensuring AI systems remain accessible to people with disabilities. The designated authorities - including the Data Protection Commission, IHREC, and sector-specific regulators like An Coimisiún Toghcháin and Coimisiún na Meán - will each oversee different aspects of AI implementation that could impact accessibility.
Within this regulatory context, accessibility guidelines and universal design principles will likely play a crucial role in informing how AI systems are developed and deployed in public services. While formal oversight responsibilities rest with the designated authorities, technical guidance on accessibility requirements could help ensure AI implementations enhance rather than hinder access to services for people with disabilities. This includes considering how accessibility requirements align with the broader fundamental rights protections established by the AI Act, and how the EAA works in parallel with the AI Act.
[bookmark: _Toc198048623]6.4 NDA's Possible Remit
While the NDA has not been designated as one of Ireland's nine national authorities (listed in 6.4.1) for overseeing the EU AI Act's implementation, its statutory advisory role remains significant in ensuring digital accessibility in public services. Operating within its existing remit, the NDA could provide specialist expertise to the designated authorities on how AI systems in public services impact people with disabilities. This advisory function could facilitate knowledge exchange with the designated national authorities, focusing particularly on accessibility requirements and universal design principles for AI interfaces. The NDA could continue developing accessibility guidelines and universal design recommendations for AI systems as digital platforms, while formal oversight responsibilities rest with the designated authorities. This collaborative approach could help ensure disability perspectives inform AI implementation through the NDA's established advisory channels. Through existing mechanisms, the NDA could share expertise on accessibility requirements, assessment methodologies for evaluating AI systems' impact on people with disabilities, and recommendations for inclusive AI deployment in public services, all while working within its advisory remit to support the designated bodies' formal authority. It is notable, however, that at the time of writing, the only other country to reference a comparable organisation to the NDA is Malta, who have designated Commission for the Rights of Persons with Disability as part of their implementation of the AI Act.
[bookmark: _Toc198048624]6.4.1	Designated National Authorities in Ireland
See also Section 2.2 Timeline. As of time of writing, Ireland, Portugal, Malta, and Cyprus have submitted multiple designated national authorities across various sectors to oversee the implementation of the AI Act (see Appendix C for Portugal, Malta and Cyprus). Several other countries have yet to nominate national authorities, while others such as Spain, Hungary and Sweden have established single entities, referred to as AI Councils by some of these countries (EU Artificial Intelligence Act, 2024). To recap, the below entities are now the designated national authorities responsible for implementing the AI Act in Ireland:
1. An Coimisiún Toghcháin
2. Coimisiún na Meán
3. Data Protection Commission
4. Environmental Protection Agency
5. Financial Services and Pensions Ombudsman
6. Irish Human Rights and Equality Commission
7. Ombudsman
8. Ombudsman for Children
9. Ombudsman for the Defence Forces
[bookmark: _Toc198048625]6.5 Summary
The integration of AI technologies into Irish society marks a pivotal moment for disability inclusion in public services. While AI offers significant potential for enhancing accessibility and independence, its implementation must be carefully managed to ensure these technologies advance rather than impede inclusion, particularly in essential public services where access is a fundamental right. 
While AI offers transformative potential across education, employment, healthcare, financial services, civic engagement, and leisure sectors, its technical complexity demands rigorous attention to accessibility and universal design principles. Under Ireland's new AI governance framework, the designated authorities will oversee different aspects of AI implementation, each bringing distinct responsibilities to fundamental rights protection. Although the NDA is not among these AI authorities, its statutory advisory role remains crucial for ensuring digital accessibility in public services. Operating within its advisory remit, the NDA could provide specialist expertise on how AI systems impact people with disabilities as AI is deployed in public services. This includes facilitating knowledge exchange on accessibility requirements and developing practical universal design recommendations to support the designated authorities in their formal oversight responsibilities.

[bookmark: _Toc198048626]7 Appendix A: SWOT Analysis
[bookmark: _Toc198048627]7.1 Cumulative SWOT across Six Sectors
Strengths:
· Automation of Repetitive Tasks: AI can automate routine tasks across various sectors, enabling individuals with disabilities to focus on more complex and engaging work.
· Assistive Technologies: AI-powered tools, such as screen readers, voice recognition software, and personalized learning platforms, enhance accessibility in workplaces, educational environments, and daily activities.
· Remote Work and Learning: AI facilitates remote working and learning environments, which can be particularly beneficial for individuals with mobility impairments, providing greater flexibility and accessibility.
· Diagnostic and Rehabilitation Tools: In healthcare, AI-powered diagnostic tools and personalised rehabilitation programs improve patient outcomes and enhance recovery processes for individuals with disabilities.
· Enhanced Civic Participation: AI can support individuals with disabilities in actively participating in civic activities by providing accessible information and tools for engagement with public services and policies.
· Accessible Financial Services: AI can enable more accessible banking and financial services, such as voice-activated banking and personalised financial advice, enhancing financial inclusion.
Weaknesses:
· Bias in AI Systems: AI systems used in recruitment, medical diagnostics, credit scoring, and other areas may inadvertently perpetuate biases, potentially disadvantaging individuals with disabilities.
· Skill Gaps and Accessibility: The rapid evolution of AI technologies necessitates continuous skill development, which may be challenging for some individuals with disabilities. Additionally, not all AI tools are accessible to individuals with various disabilities.
· Data Privacy Concerns: The use of AI in education, healthcare, and civic activities involves the collection and handling of sensitive data, raising concerns about privacy and security.
· Digital Divide: Access to AI-driven tools may be limited by socioeconomic factors, disproportionately affecting individuals with disabilities who may face barriers in accessing advanced technologies.
Opportunities:
· Personalised and Accessible Services: AI can create personalised learning pathways, accessible educational materials, and tailored rehabilitation programs, significantly improving the quality of life for individuals with disabilities.
· Job Matching and Customisable Work Environments: AI can enhance job matching processes and create personalised work environments, improving employment opportunities and job satisfaction for individuals with disabilities.
· Virtual Classrooms and Telemedicine: AI enables the creation of virtual classrooms and telemedicine services that accommodate various disabilities, offering flexible and accessible learning and healthcare options.
· Fraud Detection and Security: AI systems can enhance security by detecting fraudulent activities, protecting individuals with disabilities from financial exploitation.
· Entertainment and Travel Assistance: AI can enhance the accessibility of entertainment options and provide real-time travel assistance, making leisure activities more enjoyable and convenient for individuals with disabilities.
Threats:
· Economic Displacement: The automation of tasks by AI could lead to job displacement, disproportionately affecting individuals with disabilities who may find it harder to transition to new roles.
· Privacy and Security Risks: The use of AI in monitoring and assisting individuals raises concerns about data privacy and security, particularly regarding sensitive information related to disabilities.
· Technological Dependence and Cost Barriers: Over-reliance on AI technologies and the high cost of advanced AI-driven tools may create vulnerabilities and exacerbate existing inequalities, making it difficult for some individuals with disabilities to access these technologies.
· Inclusive Design Challenges: Ensuring that AI-driven technologies are designed inclusively to cater to diverse needs remains a significant challenge, particularly as not all disabilities are adequately addressed by current AI systems.
[bookmark: _Toc198048628]7.2	Employment SWOT Analysis
Strengths:
· Automation of Repetitive Tasks: AI can automate routine tasks, allowing individuals with disabilities to focus on more complex and engaging work.
· Assistive Technologies: AI-powered assistive technologies, such as LLM-based screen readers and voice recognition software, can improve workplace accessibility.
· Remote Work: AI facilitates remote working environments, which can be beneficial for individuals with mobility impairments.
Weaknesses:
· Bias in Recruitment Algorithms: AI systems used in hiring processes may inadvertently perpetuate biases, potentially disadvantaging candidates with disabilities. The use of AI to shortlist candidates is an increasingly common feature in recruitment processes.
· Skill Gaps: The rapid evolution of AI technologies necessitates continuous skill development, which may be challenging for some individuals with disabilities if not fully supported in the work environment, particularly since AI is currently not necessarily accessible to all.
Opportunities:
· Enhanced Productivity: By automating mundane tasks, AI can help individuals with disabilities concentrate on tasks that require critical thinking and creativity, potentially enhancing overall productivity and job satisfaction.
· Increased Employment Rates: AI-driven assistive technologies can enable more individuals with disabilities to enter the workforce by providing necessary accommodations and support.
· Flexible Work Arrangements: AI's role in facilitating remote work can open up job opportunities for individuals with disabilities, providing flexibility and reducing the physical demands of commuting.

Threats:
· Exacerbated Inequalities: If not designed with inclusivity in mind, AI systems could reinforce existing workplace inequalities and biases, further marginalising individuals with disabilities.
· Technological Barriers: The continuous advancement of AI technology may create barriers for individuals with disabilities who might find it challenging to keep up with the necessary skills and knowledge if such systems are not themselves inherently accessible, potentially leading to exclusion from the job market.
[bookmark: _Toc198048629]7.3 Education SWOT Analysis
Strengths:
· Personalised Learning: AI can tailor educational experiences to meet the specific needs of students with disabilities, providing customised learning pathways.
· Accessible Educational Materials: AI can readily convert text, images, and video feeds to speech and automated subtitles, and has the potential to create other accessible formats for educational content.
· Virtual Classrooms: AI enables the creation of virtual classrooms that can accommodate various disabilities, offering flexible learning environments.
Weaknesses:
· Digital Divide: Access to AI-driven educational tools may be limited due to a lack of diverse modes for inputting queries and socioeconomic factors, which can disproportionately affect students with disabilities.
· Data Privacy: The collection and use of data for personalised learning must be handled with strict privacy safeguards to protect students' sensitive information. AI systems may require notification of an individual’s disability to adjust its settings or modality, increasing the data privacy burden.
Opportunities:
· Enhanced Learning Outcomes: By providing customised learning pathways, AI can help improve educational outcomes for students with disabilities, ensuring that they receive the support they need to succeed.
· Innovative Teaching Methods: AI can introduce new teaching methods and tools that make learning more engaging and effective for all students, especially those with disabilities.
· Inclusive Education: AI can help create a more inclusive education system by offering resources and support that accommodate diverse learning needs and styles.
Threats:
· Exclusion from Advanced Tools: Students with disabilities may face exclusion from the benefits of AI-driven educational tools due to the high costs and limited accessibility features.
· Privacy Risks: Mishandling of sensitive data related to disabilities can lead to privacy breaches and misuse of information, causing harm to students and their families.
· Technology Dependence: Over-reliance on AI tools could lead to a neglect of traditional teaching methods and personal interaction, which are also crucial for comprehensive education.
[bookmark: _Toc198048630]7.4 Healthcare SWOT Analysis
Strengths:
· Diagnostic Tools: AI-powered diagnostic tools can assist healthcare providers in identifying and managing conditions more effectively, improving patient outcomes.
· Telemedicine: AI facilitates telemedicine services, offering accessible healthcare options for individuals with mobility or geographical constraints.
· Rehabilitation: AI-driven rehabilitation programs can be personalised to the needs of individuals with disabilities, enhancing recovery processes.
Weaknesses:
· Bias in Medical Data: AI systems trained on biased medical data may offer less accurate diagnoses and treatments for individuals with disabilities.
· Accessibility of AI Tools: Ensuring that AI healthcare tools are accessible to all users, including those with visual, auditory, or cognitive impairments, remains a significant challenge.


Opportunities:
· Improved Healthcare Access: AI can extend the reach of healthcare services, particularly to underserved and remote populations, including individuals with disabilities.
· Enhanced Treatment Plans: AI can develop more effective and personalised treatment plans by analysing vast amounts of medical data and patient history.
· Preventive Care: AI can help in early detection and prevention of diseases by continuously monitoring patients' health data and identifying risk factors early on.
Threats:
· Data Privacy Concerns: The use of AI in healthcare involves handling sensitive patient data, raising concerns about data security and privacy.
· Technological Barriers: Implementing AI solutions in healthcare settings may face technological barriers, such as the integration of new systems with existing legacy infrastructure.
· Equity Issues: There is a risk that AI healthcare advancements may primarily benefit those with access to advanced technology, potentially widening the healthcare gap for disadvantaged groups.
[bookmark: _Toc198048631]7.5 Active Citizenship SWOT Analysis
Strengths
· Enhanced Participation: AI can support individuals with disabilities in participating more actively in civic activities, such as voting or engaging with government services.
· Information Access: AI-driven tools have the potential to provide accessible information about public services and policies, fostering greater civic engagement.
Weaknesses:
· Digital Exclusion: The reliance on digital platforms for civic participation may exclude those without access to or familiarity with these technologies, especially across different age categories and different education levels.
· Privacy Concerns: The use of AI in civic activities must ensure that individuals' privacy rights are safeguarded. This is a significant challenge given the potential for security breaches and bias in training data.
Opportunities:
· Increased Civic Engagement: AI can streamline the process of accessing government services and information, making it easier for all users to engage with civic activities.
· Improved Transparency: AI can help make government operations more transparent by providing easily understandable data and insights to the public.
· Enhanced Accessibility: AI can create more inclusive public spaces and services by tailoring information and interactions to the needs of individuals with disabilities.
Threats:
· Data Security Risks: Increased use of AI in civic activities poses risks of data breaches and misuse of personal information.
· Technological Dependence: Over-reliance on AI could lead to reduced human oversight and accountability in civic processes.
· Inequity in Access: If not properly managed, AI-driven civic platforms could exacerbate existing inequalities, leaving already marginalised groups further behind.
[bookmark: _Toc198048632]7.6 Financial Services SWOT Analysis
Strengths
· Accessible Banking: AI has the potential to enable more accessible banking services, such as voice-activated banking and personalised financial advice.
· Fraud Detection: AI systems have the capacity to enhance security by detecting fraudulent activities across long time-ranges and across multiple parallel services, protecting individuals with disabilities from financial exploitation.
Weaknesses:
· Algorithmic Bias: AI algorithms used in credit scoring or loan approval processes may exhibit biases, potentially discriminating against individuals with disabilities. This is highlighted as a high-risk category in the European AI Act.
· Financial Literacy: There is a need for accessible financial education to ensure that individuals with disabilities can fully benefit from AI-driven financial services. Additionally, challenges remain in accepting and presenting information in different modalities.
Opportunities:
· Enhanced Financial Inclusion: AI can provide tailored financial services and advice, promoting greater financial inclusion for individuals with disabilities.
· Proactive Fraud Prevention: Advanced AI can detect and prevent fraudulent activities more effectively, safeguarding users' financial assets.
· Personalised Financial Management: AI can offer customised financial management tools, helping users with disabilities better manage their finances.
Threats:
· Data Privacy Risks: The use of AI in finance involves handling sensitive personal data, raising concerns about data privacy and security.
· Bias and Discrimination: If not properly managed, AI systems in finance could reinforce existing biases, leading to discriminatory practices.
· Technological Barriers: Accessibility issues with AI-driven financial tools can hinder their adoption and effectiveness for individuals with disabilities.
[bookmark: _Toc198048633]7.7 Leisure SWOT Analysis
Strengths:
· Entertainment Accessibility: AI can enhance the accessibility of entertainment options, such as audio descriptions for movies or AI-driven gaming adaptations. This can be achieved independently of whether the original content provider embedded accessible services or not in their media.
· Travel Assistance: AI-powered travel apps can provide real-time assistance and accessibility information, making travel more convenient for individuals with disabilities. This is especially so in the most modern AI systems where live videos and images captured by a mobile device are interpreted and described by the AI.
Weaknesses:
· Inclusive Design: Ensuring that AI-driven leisure technologies are designed inclusively to cater to diverse needs is essential. Although multimodal AI models are now coming to the fore, which allows users to interact with the system beyond simply text, not all disabilities are catered for. Cost Barriers: The cost of advanced AI-driven leisure technologies may be prohibitive for some individuals with disabilities.
Opportunities:
· Broadened Access: AI can democratise access to a variety of leisure activities by providing adaptive interfaces and content customisation, enriching the user experience for people with disabilities.
· Real-Time Enhancements: Advancements in AI can offer real-time enhancements and adaptations in leisure activities, such as live captions and augmented reality for immersive experiences.
Threats:
· Technology Dependence: Over-reliance on AI for leisure activities could marginalise those without access to advanced technologies or those with certain disabilities not yet fully accommodated by current AI capabilities.
· Data Privacy Concerns: The extensive data collection required for personalised leisure experiences raises concerns about data privacy and security, particularly sensitive for users with disabilities.
[bookmark: _Toc198048634]8 Appendix B: EU AI Act – Relevant Recitals and Articles
[bookmark: _Toc198048635]8.1 Relevant Recitals in the European AI Act
Recitals in EU Acts are introductory paragraphs that precede the main body of legal text in EU legislation. While not legally binding themselves, Recitals are used to interpret the legally binding provisions (articles) that follow them. 
Recital 80 in the AI Act is particularly significant for accessibility and the rights of people with disabilities. Specifically, it mentions that AI systems should be designed and developed in compliance with the accessibility requirements set out in Directive (EU) 2019/882 (European Accessibility Act). The referencing of AI systems as both components of products/services and as potential products/services themselves ensures a comprehensive approach to accessibility in AI systems, establishing a clear link between the AI Act and the European Accessibility Act. The Recital emphasises the importance of considering the end-user experience in AI development, and therefore obliges developers and providers of AI systems to be aware of, and comply with, the accessibility requirements set out in the European Accessibility Act. Recital 80 supports the principle that accessibility should not be an afterthought in AI development, but an integral part of the design process from the beginning, which aligns with the broader goals of inclusive design and universal accessibility in ICT technology more broadly. 
Recital 29 addresses the potential impact of AI systems on fundamental rights, with a specific mention of the rights of persons with disabilities. It acknowledges that AI systems can affect a wide range of fundamental rights protected under the EU Charter of Fundamental Rights, emphasising the importance of non-discrimination including persons with disabilities. It highlights the principles of accessibility and universal design as key considerations in AI development and deployment, and references again Directive (EU) 2019/882 in addition to Directive 2005/29/EC concerning unfair business-to-consumer commercial practices. 
Recital 142 addresses the critical issues of non-discrimination in AI systems, emphasising the importance of ensuring that AI systems do not perpetuate or exacerbate discrimination, including against persons with disabilities. While it doesn’t make direct reference to the Accessibility Act, it does align with it in the principle that AI should lead to socially and environmentally beneficial outcomes such as solutions to increase accessibility for persons with disabilities. 
Recital 72 emphasises the need for transparency and explainability in high-risk AI systems, highlighting the importance of providing comprehensive information to users to ensure they can understand, evaluate, and appropriately use these systems. It mandates that high-risk AI systems be transparent before being placed on the market or deployed, accompanied by clear instructions regarding system characteristics, capabilities, and performance limitations. Additionally, these systems must disclose potential risks to health, safety, and fundamental rights. Adequate human oversight measures are also required to facilitate the accurate interpretation of a system’s output, including the stipulation that instructions should be presented in a language that is easily understood and in ways that are accessible. While there is a steady increase in the availability of tools dedicated to explaining how AI systems reach certain conclusions, including open-source versions, these remain highly visuo-centric in the way that they present information. As discussed in Section 5.4, there remains significant work to be done in the domain of Explainable AI (XAI) to ensure information is presented in different modalities so that these tools themselves remain in compliance with the AI Act.
Recital 165 addresses AI systems that are not categorised as high-risk. It encourages voluntary adoption of ethical and trustworthy AI practices for these systems, promoting responsible AI development across all sectors. It includes that providers and developers should consider accessibility for persons with disabilities, and that codes-of-best-practice should be developed inclusively, involving relevant stakeholders such as businesses, civil society organisations, academia, research organisations, trade unions, and consumer protection organisations. While not mandatory, this recital provides a strong basis for advocating accessibility considerations in all AI systems, not just high-risk ones, and offers a framework for developing policies that encourage accessible and inclusive AI design practices.
[bookmark: _Toc198048636]8.2 Relevant Articles in the European AI Act
Articles are the main body of text in EU legislation, including regulations, directives, and decisions. They form the operative part of the legal act and contain the binding legal provisions. 
Article 16: Obligations of Providers of High-Risk AI Systems of the EU AI Act specifically addresses the accessibility requirements for high-risk AI systems. It is central for ensuring that AI systems are designed and developed with accessibility in mind, particularly for users with disabilities. High-risk systems that pose significant risks to health, safety, or fundamental rights must comply with the accessibility requirements set out in Directive (EU) 2019/882. In addition, this Article specifically references Directive (EU) 2016/2102 on the accessibility of websites and mobile applications of public sector bodies. The accessibility requirements apply not only to the AI system as a whole, but also to any of its components that may fall within the scope of the European Accessibility Act. 
Article 16 also emphasises the importance of accessible user interfaces, ensuring that high-risk AI systems can be effectively used by people with disabilities, and that any documentation or information provided with the high-risk AI system must also meet accessibility requirements. Any documentation or information provided with the high-risk AI system must also meet accessibility requirements, as implied by the need to comply with the aforementioned directives. 
Also highlighted in the Article is that prior to market placement or service deployment, high-risk AI systems must undergo a conformity assessment, including an evaluation of accessibility features. Associated with this is the requirement for providers to register their high-risk AI systems and provide necessary information, including details about accessibility features. 
Another provision with relevance to accessibility is Article 71: EU Database for High-Risk AI Systems Listed in Annex III. The areas considered high-risk in the Act are as follows:
· Biometrics:
· Remote biometric identification systems (except verification for identity confirmation).
· Systems for categorising individuals based on sensitive attributes.
· Emotion recognition systems.
· Critical Infrastructure:
· AI systems managing the safety of critical infrastructure such as digital infrastructure, traffic, water, gas, heating, and electricity supplies.
· Education and Vocational Training:
· Systems for determining access to educational institutions or assessing learning outcomes, monitoring student behaviour during tests, and assigning educational levels.
· Employment and Workers Management:
· AI used in recruitment, job application filtering, performance evaluation, task allocation, and decisions on employment terms and relationships.
· Essential Services:
· AI systems used by public authorities for evaluating eligibility for public benefits or creditworthiness, risk assessment in life/health insurance, emergency call classification, and triaging.
· Law Enforcement:
· AI systems used in risk assessment of criminal offenses, polygraphs, evidence evaluation, profiling, and assessing reoffending risk.
· Migration, Asylum, and Border Control:
· AI tools for assessing security and migration risks, aiding in visa/asylum applications, and identifying persons in migration contexts (excluding travel document verification).
· Justice and Democratic Processes:
· AI assisting judicial authorities in interpreting laws or influencing elections or voting behaviour.
Each of these areas involves AI systems that could significantly impact individuals' rights and safety, and thus are subject to stricter regulations under the AI Act. In addition, Annex VIII of the Act requires deployers of a high-risk AI system to register themselves and their system in the EU database before launching. The required information includes contact details, the AI system's name, purpose, data description, status (e.g., on the market or recalled), and certification details. If the system is considered not high-risk, the provider must explain why. For high-risk AI systems, deployers must provide contact details, a database link to the system's entry, and summaries of impact assessments. Under Article 71, this database will be publicly accessible in a user-friendly, navigable, and machine-readable format. 
Another Article in the Act that must be accessible is data relating to Article 50: Transparency Obligations for Providers and Deployers of Certain AI Systems. Providers and deployers have the following obligations in relation to this Article:
· Interaction with AI Systems: Providers must ensure that when AI systems interact with people, those individuals are informed they are interacting with AI, unless it is obvious to a reasonably informed person. This rule does not apply to AI systems authorised by law for detecting or investigating criminal offences, unless those systems are used by the public to report crimes.
· Synthetic Content Marking: Providers of AI systems that generate synthetic audio, video, image, or text content must ensure the outputs are marked as artificially generated or manipulated in a machine-readable format. These systems must be technically effective, robust, and interoperable. Exceptions include systems used for minor editing or where authorised by law for criminal investigations.
· Emotion Recognition and Biometric Categorisation: Deployers of emotion recognition or biometric categorisation AI systems must inform individuals when they are exposed to such systems and comply with relevant data protection laws. Exceptions apply to systems legally permitted for criminal investigations.
· Deep Fake Disclosure: Deployers of AI systems that generate or manipulate deep fake content must disclose that the content is artificially generated. Exceptions include criminal investigations and creative works like satire or fiction. Text generated for informing the public must also be disclosed as AI-generated, unless it has undergone human editorial review.
[bookmark: _Toc198048637]9 Appendix C: AI Act National Authorities in EU
[bookmark: _Toc198048638]9.1 National Authorities in Portugal (direct translation)
1. Inspectorate-General of Finance
2. National Security Office
3. Media Regulatory Authority
4. Inspectorate-General of National Defence
5. Inspectorate-General of Justice Services
6. Judicial Police
7. Inspectorate-General of Internal Administration 
8. Inspectorate-General of Education and Science 
9. Health Regulatory Authority
10. National Communications Authority 
11. Food and Economic Safety Authority
12. Inspectorate-General of the Ministry of Labour, Solidarity and Social Security
13. Working Conditions Authority
14. Energy Services Regulatory Authority
[bookmark: _Toc198048639]9.2 National Authorities in Malta
1. Office of the Information and Data Protection Commissioner 
2. Malta Competition and Consumer Affairs Authority 
3. National Commission for the Promotion of Equality 
4. Commission for the Rights of Persons with Disability 
5. The Office of the Ombudsman
6. Department for Industrial and Employment Relations 
7. JobsPlus Malta
8. Malta Broadcasting Authority
9. Director for the Protection of Minors 
10. Electoral Commission Malta 
[bookmark: _Toc198048640]9.3 National Authorities in Cyprus
1. Commissioner for Personal Data Protection
2. Commissioner for Administration and the Protection of Human Rights (Ombudsman)
3. Attorney-General of the Republic
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